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The performance of propulsion engine systems is sensitive to weight and volume 

considerations. This can severely constrain the configuration and complexity of the control 

system hardware. Distributed Engine Control technology is a response to these concerns by 

providing more flexibility in designing the control system, and by extension, more 

functionality leading to higher performing engine systems. Consequently, there can be a 

weight benefit to mounting modular electronic hardware on the engine core casing in a high 

temperature environment. This paper attempts to quantify the in-flight temperature 

constraints for engine casing mounted electronics. In addition, an attempt is made at 

studying heat soak back effects. The Commercial Modular Aero Propulsion System 

Simulation 40k (C-MAPSS40k) software is leveraged with real flight data as the inputs to 

the simulation. A two-dimensional (2-D) heat transfer model is integrated with the engine 

simulation to approximate the temperature along the length of the engine casing. This 

modification to the existing C-MAPSS40k software will provide tools and methodologies to 

develop a better understanding of the requirements for the embedded electronics hardware 

in future engine systems. Results of the simulations are presented and their implications on 

temperature constraints for engine casing mounted electronics is discussed.  

Nomenclature 

English Characters 

a   = shape coefficient 

CFD   = Computational Fluid Dynamics 

C-MAPSS40k = Commercial Modular Aero Propulsion System Simulation 

Cp   = specific heat 

dTamb   = difference between the actual ambient temperature and the standard ambient temperature 

DEC   = Distributed Engine Control 

FADEC   = Full-Authority Digital Engine Controller 

FDM   = Finite Difference Method 

h   = convective heat transfer coefficient 

HPC   = high pressure compressor 

HPT   = high pressure turbine 

keff   = effective thermal conductivity of a free convecting fluid if it were static 

k   = thermal conductivity 

l   = distance between nodes of neighboring structural members 

LPC   = low pressure compressor 

LPT   = low pressure turbine 

ṁ   = mass flow rate 
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N   = total number of interior nodes (not including surface nodes) 

Nu   = Nusselt number 

P   = Pressure 

PD   = Present Day 

PLA   = Power Lever Angle 

Q   = heat transfer 

q   = heat flux 

R   = radius 

SiC   = Silicon Carbide 

SOI   = Silicon-on-Insulator 

T   = temperature 

t   =  time 

u   = radiation heat transfer coefficient 

Δt   = time step of the discrete solver 

x   = distance into the wall along the radial direction 

Δx   =  spatial step in x-direction of the discrete solver 

 

Special Characters 

δ   = distance between nodes 

ε   = emissivity 

μ   = dynamic viscosity 

ρ   = density 

σ   = Stefan-Boltzmann constant 

Ω   = surface area 

 

Subscripts & Superscripts  

bleed   = property of the bleed flow from the bypass duct 

cond   = refers to conduction 

conv   = refers to convection 

d   = discretized 

flow   = refers to external flow 

free   = refers to free convection 

i   = surface of an inner concentric cylinder 

inside   = refers to the interior node adjacent to a surface node 

j   = index referring to a generic node 

m   = index referring to the time step 

o   = surface of the outer concentric cylinder 

p   = index referring to an axial element 

rad   = refers to radiation 

surf   = property of the surface of interest 

surf,ext    = property of an external surface 

∞   = fluid 

I. Introduction 

OR a generation, Full Authority Digital Engine Control (FADEC) has been the standard for most gas turbine 

engine applications. FADEC is a flexible software-driven strategy that integrates control operations across the 

entire engine system. Its function is reliant on the capability of electronics, and therefore its optimum 

implementation strategy has been a centralized hardware architecture designed to protect the digital and analog 

electronics with minimum weight and volume impact1. Distributed Engine Control (DEC) is a revolutionary change 

in the way control hardware is implemented on these engines. DEC provides the FADEC functionality using a 

flexible hardware-driven strategy that reduces system constraints on controls as well as the engine system. 

Specifically the engine control system is modularized by distributing some duties of the FADEC across the engine to 

electronic devices referred to as smart nodes. These devices may include smart sensors and actuators which alleviate 

the FADEC’s workload by taking the responsibility of performing tasks such as analog to digital signal conversion, 

digital to analog signal conversion, signal conditioning, and in some instances local loop closure. Key to the DEC 
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technology are high temperature electronics embedded on the engine core that allow transducer elements to act as 

intelligent modular devices with digital data interfaces (smart nodes). More information about the concept of DEC 

technology is provided in Ref. 1. 

 In the near term, DEC technology provides aerodynamic and thermodynamic engine system benefits, but it also 

improves engine life cycle cost and can reduce the total system weight1. For example, DEC hardware can be more 

easily located or configured to reduce engine drag by shrinking the size of the FADEC mounted to the fan casing; 

high temperature electronics can improve heat quality for more efficient cooling while they are also located more 

easily on the engine; and reusable modular components can reduce design and manufacturing costs. In the long term, 

assuming the continued advancements in electronics, tremendous new control-based capabilities will be introduced 

that make significant contributions to engine performance, efficiency, and safety. For example, embedded signal 

processing can extract new information from each existing sensor location while more rapid control design can 

improve the accuracy and capabilities of the supervisory system control. Additional benefits to the DEC approach 

are discussed in Refs. 1, 2, 3, 4, and 5. 

 The temperature environment on the engine will always be a concern even with high temperature electronics 

capability for embedded devices. For example, the state of the art materials technology for internal gas path 

components in the engine is approaching 1500oC6, however, no known electronics technology can reliably operate 

under such conditions. Common consumer silicon electronics are typically capable of less than 70oC operation while 

some versions are designed for temperatures up to 150oC7. Other electronics technologies such as silicon on 

insulator (SOI) circuits have been known to operate in temperatures up to 300oC7. Wide band gap electronics such as 

silicon carbide (SiC) have been demonstrated to operate in temperatures of 500oC or more8,9,10,11,12. In all cases, there 

is an inverse relationship between temperature and electronics reliability. Additionally, the assembly level packaging 

must compensate for any deficiency in temperature capability and reliability. Clearly, electronics temperature 

capability has an impact on weight as well as safety aspects at the vehicle level. 

 Useful information for electronic manufacturers of engine control system components may be anything 

pertaining to the following questions: (1) What temperature environment will the smart node have to withstand? (i.e. 

what is the temperature at the mounting location and how quickly and frequently does it change?) and (2) Where can 

a given smart node be placed to meet temperature and reliability requirements? Most of the smart node components 

are expected to be mounted to the outer surface of the engine casing (see Fig. 1); therefore it is of interest to quantify 

the temperature environment of this area. 

Characterizing the temperature environment of the engine casing is not a very well documented problem in the 

literature. Ref. 3 provides a high level estimate with no details as to how it was obtained. Ref. 13 and 14 touch on 

this topic as well. Ref. 13 uses a 2-D finite element approach, ignoring axial variations, to quantify the temperature 

of the engine casing for use in determining thermal strains on the casing structure for land-based gas turbine engines. 

The model does so without consideration of radiation effects. Futhermore, the temperature outside of the casing was 

assumed to be close to room temperature because land-based power generating turbines were the focus. This is not 

the case with aero engines. Land-based gas turbine engines have casings that are made of different materials and 

thicknesses than aero engine casings. Furthermore, only steady state operation is considered for a single axial 

location on the engine and only for a single operating point. These observations reveal that the results of Ref. 13 are 

not applicable to aero engines and their vast range of potential operating conditions. Ref. 14 aims to predict engine 

casing temperature for fighter aircraft, specifically for infrared signature studies and focuses on steady-state analysis 

only. Once again, its methods and results are not applicable to this kind of analysis. 

This paper documents the development of a generic dynamic model to estimate the engine casing surface 

temperature along its length in order to get a rough idea about potential mounting locations for smart nodes. A 

simplified approach has been developed in an attempt to estimate the maximum engine casing temperature and 

dynamic temperature response along the length of the engine. At the center of the approach is a 2-D finite difference 

method (FDM) scheme for the solid elements with boundary conditions that account for forced and free convection, 

radiation, and conduction. Heat transfer within the interior cavity (see Fig. 1) is treated with an energy balance 

method during engine operation and heat transfer properties within all flow paths are approximated using empirical 

correlations. The model is driven by the outputs of a dynamic simulation of the Commercial Modular Aero-

Propulsion System Simulation 40k (C-MAPSS40k), a 0-D high fidelity simulation of a generic twin-spool turbofan 

engine15; with a flight profile constructed using real mission data16 to provide analysis of the engine casing 

temperature during in-flight operation. A post flight simulation is also conducted in an attempt to study the effects of 

thermal transients after shutdown, which characterize the heat soak back for the engine. Based on the simulation 

results some observations are made concerning temperature requirements for engine casing mounted smart nodes. It 

should be kept in mind throughout the results analysis that this is an engine specific problem and numerous 

simplifications and assumptions were necessary for this application. Therefore the main take away from this paper is 
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in the modeling methodogy and the tools developed through this research. Section II describes the thermal modeling 

approach, Section III describes the simulation details, Section IV discusses the results, Section V discusses some 

challenges for smart node integration and limitations of the current modeling approach, and Section VI provides 

some concluding remarks. 

II. Thermal Modeling 

The thermal model being developed in this study is for a commercial turbofan engine in the 40,000lbf thrust 

class. This decision was made based on the availability and wide acceptance of the existing C-MAPSS40k 

simulation. Although this is a realistic and well documented engine system simulation, it lacks any physical 

definition of its geometry. The layout and dimensions of the engine were assumed based on schematics of engines in 

the same thrust-class in order to provide a tangible basis for the study17. It is common in such engines for the bypass 

flow to be aerodynamically shielded from the core casing. The bypass duct wall creates an interior cavity between 

itself and the casing. Several slots may exist on the inner bypass duct wall to provide flow paths into the cavity in 

order to cool the casing and any casing mounted sensors or actuators. Figure 1 provides an example of the described 

geometry. 

 

 
Figure 1. Cross-section of a turbofan engine depicting interior cavity between the engine casing and bypass 

duct wall 

 

The engine casing geometry is very complex and it is made of several different materials. With air being bled off 

the bypass duct to cool the cavity, the temperatures in the region surrounding the engine casing could vary due to the 

influence of cooling bleeds and the mixing of the air within this cavity. Additionally the engine casing temperature 

in the hot section of the engine is expected to be high enough that the effects of radiation are not negligible. Due to 

the relatively low flow rate inside the cavity, it is possible that the air within the cavity could extract a significant 

amount of heat from its hot surroundings, increasing its temperature and changing its flow properties. Circumfential 

variations could exist due to the presence of various structures inside and outside of the gas paths. Direct 

experimental data or a 3-D finite element/difference method would be useful but it is beyond the scope of this 

research at this time. Therefore, it was desired to create a simpler model to estimate the engine casing temperature. 

Approximations of the engine casing temperature were made using a 2-D finite difference approach. The 

approach makes use of a modified version of the Alternating-Direction-Implicit (ADI) technique for integration as is 

described in Ref. 18. In this approach, the relevant engine structure is discretized axially and radially. First a 1-D 

finite difference approach is applied to model heat transfer in the radial direction for one half of the time-step and 

then a 1-D finite difference approach is applied to model the heat transfer in the axial direction for the second half of 

the time-step. The boundary conditions are set by the neighboring fluids, contacting structures, and radiating 

surfaces relevant to each component. In the instance of fluids, empirical correlations are used to estimate the 

convective heat transfer.  

 Figure 2 provides a schematic of the assumed engine configuration and major components. The modeled 

structural components are: the engine casing (including the nozzle wall), the inner bypass duct wall, a wall enclosing 

the bleed cavities around the high pressure compressor (HPC) which will be referred to as the HPC bleed enclosure 
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wall, a wall enclosing the cooling cavities around the high pressure turbine (HPT) which will be referred to as the 

HPT cooling enclosure wall, and a total of 9 vertical walls used for support and or the division of different 

bleed/cooling flow paths. Several cavities are created by the engine structure which may contain stagnant air or 

bleed air. Cavities 1, 2, and 3 are between the engine casing and bypass duct wall. HPC cavities 1, 2, 3, and 4 are 

between the engine casing and the HPC bleed enclosure wall. HPT cavities 1, 2, and 3 are between the engine casing 

and the HPT cooling enclosure wall. On top of the HPT cooling enclosure wall is series of cooling tubes that 

essentially covers the entire surface. Rather than model these as separate streams of cooling air they are lumped 

together into HPT cavity 4. Cavity 2 and 3 are supplied with bleed air from the bypass duct. The air in cavity 2 is 

distributed to the 14 tip clearance cooling tubes and HPT cavity 4. Air is bled off of the HPC into HPC cavity 1 for 

the customer bleed and auxiliary purposes such as de-icing. A second bleed exists in the HPC which supplies HPC 

cavity 2. This air is routed to HPT cavities 2 and 3 to cool the engine casing around the turbine. HPT cavity 1 is 

supplied with bleed air from the HPC exit. Cavity 1 and HPC cavities 3 and 4 are occupied with dead (i.e. no forced 

circulation) air. 

 

 
Figure 2. Schematic of the relevant engine components 

 

In Fig. 2 the acronyms LPC and LPT stand for the low pressure compressor and low pressure turbine respectively. 

A. Structure Thermal Model 

 The structure of the engine is modeled in a modular manner. Each component listed previously is modeled 

separately and coupled to the rest of the model through its boundary conditions. Each of the structural components 

are modeled in a similar manner which is based around finding a solution to the partial differential equation given 

below18.  
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where k is the thermal conductivity of the engine casing material, ρ is its density, Cp is its specific heat, a identifies 

the shape of the geometry (a = 0 – planar, a = 1 – cylindrical disc), T is the temperature, t is the time, and x is the 

spatial position within the structural element. Note that the material properties can be time-varying in this 

formulation allowing for temperature dependent material properties and transitions in material to be applicable. Also 

note that Eq. (1) is a 1-D version of the thermal conduction heat transfer equation which can be used in both the x 

(or radial) direction and y (or axial) direction to solve a 2-D heat transfer problem using the Alternating Direction 

Implicit scheme. 

 The system is discretized and a solution is obtained through the time-marching scheme known as the Crank-

Nicolson method19. The time derivative is approximated with a first order forward difference method. The spatial 

derivatives are modeled with a modified central difference method where the values of the temperatures at the 
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current, previous, and next node are each averaged using the current value and the value at the next time-step. The 

discrete equation for a single interior node of a spatial domain that is generally non-uniform is given by Eq. (2). 
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where 

 

11  jj xx ,  jj xx  12  

 

Eq. (2) evaluates the temperature of the node at the end of the first half of the time step. A similar formulation can 

be derived for the second half of the time step. Note that Δt is the time-step, Δx is the node thickness, j is the index 

of the node, and m is the index of the time-step. Here m refers to the previous value where m+1/2 refers to the new 

value at the one half time-step mark. Recalling that this equation is applied in each direction for half of the time-step 

and so the equations are consistent with a time-step of Δt/2. The variable δ is the distance between adjacent nodes. 

This formulation makes use of generic central difference equations to approximate the first and second derivatives. 

Those expressions and their derivations can be found in Appendix A. Eq. 2 is first order accurate in time and first 

order accurate in space. If a uniform discretization is used with Eq. (2) then it becomes second order accurate in 

space. 

There are two types of conduction heat transfer elements in the model. The first is a 2-D heat transfer element 

that aims to estimate the temperature at every discretized node location. This type of model is used for 9 vertical 

walls in the structure which are modeled as cylindrical discs with an inner and outer radius. The second type will be 

referred to in this paper as a pseudo 2-D element in which the structure has been discretized as a 2-D element but 

variations in temperature are only significant in 1 direction and so the objective is to only estimate the temperature 

of the structure at the locations in that direction. Applications of this type of conduction heat transfer element are the 

engine casing, bypass duct wall, HPC bleed enclosure, and HPT cooling enclosure which are relatively thin walls 

whose temperatures in the radial direction are essentially constant. This allows the axial heat transfer model to lump 

all of the radial nodes at a given axial location into a single axial node with its temperature being the average. Then 

the axial heat transfer model is executed using these temperatures. This concept is illustrated with Fig. 3. 

 

 
Figure 3. Axial heat transfer node simplification for a single element 

 

Before moving on to the next iteration, the solution is discretized for the next iteration of the radial heat transfer 

model. The variation of temperatures in the radial direction is retained by applying a shift to the previous radial heat 

transfer solution at Δt/2 that is equivalent to the change in temperature of the axial element in the second half of the 

time step. In the equation below, the subscript j refers to indices in the radial direction and p refers to indices in the 

axial direction. 
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The modeling techniques discussed thus far in this section have been tested and verified with applications to simple 

problems. 

B. Boundary Conditions 

 The boundary conditions are set through the surface nodes, which may experience conduction from its 

neighboring node, convection from the fluid on its outer surface, and radiation from external surfaces. To make the 

node spacing convenient and to get better resolution of the temperature at the surface, the surface nodes are made to 

be one half of the thickness of its neighboring interior node19. Note that N is the number of interior nodes in the wall. 

 

 
Figure 4. Schematic of the boundary conditions 

 

The surface node temperature is governed by Eq. (4) where the parameters are consistent with the material of the 

wall, the fluid that is adjacent to it, and radiation from a neighboring structure. 

 

   condradconvsurfinsidep qqqTT
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  (4) 

 

The symbol q is a heat flux while the subscripts conv, rad and cond refer to convection, radiation, and conduction. 

The subscripts surf and inside refer to the surface node and neighboring interior node respectively. The convective 

heat flux term and radiation heat flux term will be different depending on the given surface and simulation scenario. 

 During the in-flight simulations, the convective heat transfer in most locations of the engine are dominated by 

forced convection from the bypass flow, core flow, and bleeds. Therefore, the convective heat flux can be modeled 

using the equation: 

 

  surfflowflowconv TThq  ,  (5) 

 

T∞ refers to the temperature of the fluid flowing outside the surface. The convective heat transfer coefficient hflow for 

the flow inside the gas paths and cavities are determined using the Dittus-Boelter equation18 or Gnielinski’s 

correlation18 to approximate the Nusselt number, Nu, based on estimates of mass flow rates and flow areas. The flow 

areas of the various gas paths and passages were inferred based on the assumed geometry of the engine. The mass 

flow rates of core and bypass flows were supplied by the engine simulation and the mass flow rates of secondary 

flow passages were assumed to be a fraction of the flow rate in the main gas path that supplies it. The calculation of 

hflow requires the specific heat Cp, dynamic viscosity μ, and thermal conductivity k of the surrounding air be known. 

These quantities were approximated using the empirical equations of Ref. 20 and 21. The mass flow rates of the core 

and bypass flows are large and fast moving. This leads to the assumption that heat addition into these flows from the 

surfaces that they come in contact with is negligible compared to the energy of the fluid characterized by the product 

of its enthalpy and mass flow rate. This is a good assumption for many of the flow passages around the engine. 

However, cavity 3 has a relatively small mass flow rate and therefore the heat transfer could significantly influence 

the enthalpy of the air in the cavity. The temperature of the air in the cavity is determined at each discrete location 

using an energy balance. 
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   QTCmTCmTCmm bleedbleedpbleedpcavitypppcavitypcavityppbleedpcavity   ,1,1,1,,,1,
  (6) 

 

The subscript p is the index of current axial cavity element. The subscript bleed refers to a bleed flow entering the 

cavity at the current axial location. Q is the heat transfer into the fluid in the cavity by the walls of the engine casing 

and bypass duct. 

 

    pcavitypductpductflowpcavitypcasepcaseflow TTAhTTAhQ ,,,,,,   (7) 

 

where 

 

yRA pcasepcase  ,, 2 ,  yRA pductpduct  ,, 2  

 

Eq. (6) can be re-arranged to provide a general expression for the temperature of the fluid in the cavity at a particular 

location. 
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The convective heat transfer coefficient was determined using Gnielinski’s correlation. 

 During the heat soak back simulation scenario there is no air flowing through the engine and as a result free 

convection becomes a dominant heat transfer mechanism. Free convection is also a dominant form of heat transfer 

on the interior surfaces of the structure surrounding cavity 1, and HPC cavity 3 and 4 during the in-flight simulation 

scenario due to there being no bleed flows in these cavities. These cases are modeled using one of the following 

terms. 

 

  surffreefreeconv TThq  ,  (9) 

 

 
 
 io

surfextsurfeff

surf

freeconv
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  (10) 

 

In Eq. (9) hfree is the free convection heat transfer coefficient and it is estimated using an empirical correlation 

recommended by Churchill and Chu in Ref. 22 for isothermal cylinders. Eq. (10) applies to concentric cylinder 

geometries and was proposed in Ref. 23. The variable keff is the effective thermal conductivity of the convecting air 

within the cavity, R is a radius, and the subscripts surf, surf,ext, o, and i refer to the current surface, exterior surface, 

outer surface, and inner surface respectively. The calculation of hfree and keff requires the specific heat Cp, dynamic 

viscosity μ, and thermal conductivity k of the surrounding air be known and so Ref. 20 and 21 were used to estimate 

these quantities.  

 Several of the surfaces are expected to experience what could be significant impacts from radiation, especially in 

the hot section of the engine near the burner and turbines. The outside of the bypass duct wall is not expected to get 

hot enough for radiation to significantly impact the temperature of its surface and so radiation is neglected. In the 

cases where radiation is considered, the heat flux from the distant radiating surface to the surface of interest is 

estimated by the following equation18. 

 

  surfradsurfrad TTuq  ,  (11) 

 

The variable u is the radiation heat transfer coefficient defined as: 
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Here ε is the surface emissivity, and σ is the Stefan-Boltzmann constant. The inner surface of the engine casing is 

exposed to radiation from the internal engine components but creating a complex thermal model of the internal 

engine components is beyond the scope of this study. For the purposes of this study the internal engine components 

were approximated using a lumped mass model to get the temperature at each discrete point. 

 Several of the structural components come in contact with one another in one or more places. This requires a 

conduction boundary condition which is simply stated below: 

 

  surfcondcond TT
l

k
q   (12) 

 

where Tcond is the temperature of the neighboring node in the adjoining structural component and l is the distance 

between the two nodes. In the case of a conduction boundary condition the “surface” node was embedded in the 

structure. 

 Eq. (4) can be discretized using a similar method as for the interior nodes. The general expression is given below 
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where qconv,d and qrad,d are discretized versions of qconv and qrad.  

C. Solution 

Eq. (2) and (13) can be rearranged to place all of the new temperature terms on the left hand side of the equations 

and all other terms on the right hand side to produce a linear system of equations where the expression on the right 

hand side is made entirely of known quantities. Note that in order to obtain a linear system, the heat transfer 

coefficients relevant to the boundary conditions are evaluated using the current properties of the structure and fluid. 

If this is done for each node, the system can be written in the form of a linear tridiagonal system that can be 

efficiently solved using Thomas’s algorithm19. 

D. Special Considerations for Heat Soak Back 

Reference 24 is one of very few documents in the literature that attempt to model the heat soak back problem. It 

provides some background on the difficulties of modeling the heat soak back phenomena. Here a simplified 

approach was taken. The heat soak back portion of the simulation has two parts: a spool-down segment, and a heat 

soak segment. During the spool-down segment the engine shafts continue to spin for some time after shutdown 

before they completely stop. In this time, cool air is being pulled through the engine while warm air is being pushed 

out. This leads to a significant decrease in the gas path temperatures at the beginning of the heat soak back portion 

of the simulation. This portion of the dynamics was modeled by forcing the fuel flow demand in the C-MAPSS40k 

engine model to zero at the end of the in-flight simulation. The results of the simulation were used until the 

operating point moved off the compressor and or turbine maps of the engine model. At that point the remaining 

dynamics of the spool-down process were modeled as first order transfer functions. The mass flow rates and 

pressures were assumed to approach 0 and the ambient pressure respectively. The temperature of the air in the 

bypass duct was assumed to approach the ambient temperature, and the final temperatures inside the core gas path 

were initialized with a guess and iterated on until a smooth transition was observed between the spool-down 

simulation segment and the heat soak simulation segment.  

During the heat soak segment of the simulation, the temperature of the air in the bypass duct was assumed to 

remain at the ambient temperature. Given that this is a high bypass engine with plenty of air to occupy the bypass 

flow path this seemed like a reasonable assumption. The temperature of the air in the core gas path was obtained by 
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modeling the core gas path as a pseudo 2-D conduction member initialized with the temperatures in the gas path at 

the end of the spool-down simulation segment. The boundary conditions were set by the internal engine components 

and engine casing on the bottom and top respectively, and the air temperature at the inlet of the LPC and exit of the 

nozzle were assumed to be the ambient temperature. The conductivity of the air in the core and the convective heat 

transfer coefficients in the core and bypass ducts where tuned such that the thermal time constant of the heat soak 

back simulation resembled the expected cool-down time of the engine.  

III. Simulation Description 

C-MAPSS40k provides the needed temperatures, pressures, and mass flow rates. All of the temperatures and 

pressures provided by C-MAPSS40k are total values with the exception of the exit nozzle temperatures and so the 

model should be conservative in this regard since the total temperature should be greater than or equal to the 

temperature of the air that comes in contact with the structure. Because C-MAPSS40k is a 0-D simulation, it does 

not provide spatial fidelity in the temperature profile throughout the engine. These values are only available at a few 

engine stations. Therefore, the temperature at each axial location was interpolated based on the current temperatures 

at the recorded stations. Figure 5 shows an example plot of the core and bypass temperature profile along the length 

of the engine at a given instant in time. 

 

 
Figure 5. Example of the gas path temperatures along the length of the engine with station numbers 

 

 A simplified engine geometry was created for this study similar to the one depicted in Fig. 2. The geometry was 

loosely based on dimensions gleaned from public sources for turbofan engines in the 40,000lbf thrust class17. The 

materials and thicknesses of the engine walls were set based on limited information supplied in Numerical 

Propulsion System Simulation (NPSS) Weight Analysis of Turbine Engines (WATE) files17 for engines in the 

40,000lbf thrust class. The assumed materials are provided in Table 1. 

 

Table 1. Materials of relevant engine components 

ENGINE COMPONENT MATERIAL 

CASING (LPC) Titanium-6Al-4v 

CASING (HPC) Udimet 500 

CASING (BURNER) TD Nickel 

CASING (HPT) TD Nickel 

CASING (LPT) V-57 

CASING (NOZZLE) Steel 4340 

COMPONENT (LPC) Titanium-6Al-4v 

COMPONENT (HPC) Titanium-6Al-4v 

COMPONENT (COMBUSTOR) TD Nickel 

COMPONENT (HPT) Inconel 718 

COMPONENT (LPT) Inconel 718 

BYPASS DUCT WALL Aluminum 2024 

 

Note that different materials and geometries may be more relevant to modern and future gas turbine engines, 

particularly as it concerns the bypass duct wall. These differences could result in a different thermal environment 

than what is predicted in this study, especially for the bypass duct wall and inside the cowl cavity. 
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 The flight profile supplied to C-MAPSS40k was derived from actual flight data available from Ref. 16. This 

simulation should be representative of a typical flight for a commercial aircraft. It begins with a take-off, several 

small maneuvers during ascent, a cruise portion, several small maneuvers during descent, and it ends with a landing. 

There is also data recorded for the engine before take-off and after landing which should help to characterize the 

engine casing temperature on the runway and for the issue of heat soak back. Figure 6 and 7 show the flight profile. 

In Fig. 6 dTamb is the difference of the actual and standard atmospheric temperature. The final plot in Fig. 6 is the 

Power Lever Angle (PLA). It is the command provided by the pilot to demand more or less power/thrust from the 

engine. On this scale 40o is idle and 80.5o is full power. For the in-flight simulation shown below, it is assumed that 

the engine has just been started and all structural components are initialized with a uniform temperature equal to the 

ambient air temperature. 

 

 After the in-flight simulation of the engine’s thermal response was complete, a spool-down simulation segment 

was executed followed by the heat soak segment of the simulation. The spool-down simulation and beginning of the 

heat soak segment were iterated until the final core gas path temperatures transitioned smoothly into the heat soak 

simulation. Each simulation was initialized using the results from the final time-step of the previous simulation 

segment. 

IV. Results 

The results in this section were produced for a fictional engine with a simplified geometry and several 

assumptions have been made about its operation. The simulation scenario is not inclusive of every nominal and off-

nominal condition through which an engine may have to operate. Furthermore, there is no data to validate results nor 

provide a general idea as to what the environment is really like. Therefore, the purpose of the results is to illustrate 

the use of the thermal analysis methodology which could be applied to other engines and more generally in different 

engineering problems. It also attempts to provide a rough idea of what the thermal environment around a 

commercial gas turbine engine might be as it pertains to placement of electronics for DEC applications. 

 The simulation scenario described in the previous section was executed and evaluated. Figure 8 shows the 

maximum and minimum temperature and rate of change in temperature dT/dt. On the x-axis of the plots is the axial 

location inside the engine where 0in corresponds to the front of the LPC. The y-axis is the temperature or rate of 

change of the temperature as indicated. The top left plot shows the maximum temperature profile. There are 2 

dashed horizontal lines on this plot at 225oC and 500oC to provide a prospective of the structures temperature 

relative to conservative estimates of the capabilities of SOI and SiC electronics. The top right shows the minimum 

temperature profile, the bottom left shows the maximum rate of change in the temperature, and the bottom right plot 
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Figure 6. Flight data input profile for the in-flight 

simulation 
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shows the minimum rate of change in temperature. The results encompass the in-flight, spool-down, and heat soak 

segments of the simulation.  

A maximum temperature of ~1200oC was reached by the engine casing at the inlet of the HPT. Due to the 

presence of the HPT bleed enclosure this is not a feasible mounting location for electronics and so the hottest 

location that has the potential for mounting electronics is on the engine casing near the front of the LPT with 

temperatures approaching 800oC. This is well above the capabilities of any foreseeable electronics technology. 

These particular results suggest that SiC electronics would be restricted to use in the front section of the engine. This 

is without considering how the design of the enclosure around the electronics or any auxillary cooling schemes may 

impact the local thermal environment. The possible mounting areas includes the HPC but all locations downstream 

are too hot or impractical. The presense of the cooling flow around the HPT cooling enclosure could make parts of it 

a feasible mounting location. However the presence of cooling tubes and potential for large temperature gradients 

and temperature swings makes this a challenging location to mount electronics. There is potential to mount the SiC 

electronics on the bypass duct wall at any axial location but there are many challenges to this which will be 

discussed later. For SOI electronics the constraints are more stringent, limiting the mounting locations to be on the 

engine casing forward of the front portion of the HPC or on the bypass duct wall. The rate of change in temperature 

for the structure ranged from ~-2.5oC/sec to ~7.2oC/sec. The fastest rates tend to occur in locations where 

temperature gradients and strong convection promote heat transfer. 

 

 
Figure 8. Engine temperature profile and rate of change in temperature 

 

Most of the maximum temperatures were observed to occur during the ascent and cruise portion of the flight 

taking place between ~10min to 32min of the flight profile. The time that the actual maximum occurred at a specific 

location was dependent on the rate of heat transfer which is dependent on the mechanisms of heat transfer and heat 

quality at the specific location. The temperature vs. time response of a few potential electronic mounting locations is 

given in Appendix B in Fig. 11 - 16 to provide a better idea of the dynamic response. Temperature margins with 

respect to the assumed temperature range of reliable operation of present day (PD), silicon-on-insulator (SOI), and 

silicon-carbide (SiC) electronics are evaluated at several locations in Appendix C. In Fig. 17 the time at temperature 

information is analyzed, Fig. 18 provides overall average and minimum margin information, and Fig. 19 provides 

minium margin information for each phase of flight (taxi, take-off/climb, cruise, etc.). These figure suggest several 

things: (1) dynamic responses within the structures can vary significantly as can be seen with the HPC bleed 

enclosure; (2) the bypass duct wall has the most favorable temperature environment; (3) worst case temperatures are 

typically only experienced for a small fraction of the overall flight; and (4) the lowest temperature margins are likely 

to occur during the take-off/climb portion of the flight. In general the largest rates of temperature change were 
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observed after significant and sustained changes in PLA. Quick perturbations in PLA were damped out in the 

thermal response of the structure due to its slow dynamics. The increasing rates of change in temperature for the 

structure are generally larger in magnitude than the decreasing rates of change in temperature. This is likely related 

to several factors including the observation that the gas path dynamics are typically slower when the power level is 

decreased due to the inertia in the shafts. Another contributing factor could be that a reduction in power level will 

decrease the mass flow rates through the engine which results in lower convective heat transfer coefficients and thus 

slower transients. 

The temperature of the air inside cavity 3 for which the electronics will likely be mounted was observed to vary 

throughout the cavity. Generally the temperature inside the cavity increases downstream with the exception of a 

decrease in temperature at the location of the second bleed into the cavity from the fan duct. Figure 9 shows an 

example of the temperature profile inside cavity 3 at an instant in time while Fig. 10 shows the maximum and 

minimum temperatures experienced inside the cavity throughout the flight. 

 

 
Figure 9. Temperature profile inside cavity 3 at an instant in time 

 

 
Figure 10. Maximum and minimum temperatures experienced inside cavity 3 
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The maximum and minimum temperatures experienced in cavity 3 are ~100oC and ~38oC respectively. The 

maximum and minimum rates of change in temperature were observed to be ~7oC/sec and ~-2.6oC/sec. Note that 

there is uncertainty about the mass flow rate in cavity 3 as well as the other secondary flow compartments. During 

the in-flight simulation the mass flow rate inside cavity 3 was between 1 and 4lbm/sec or about 10 and 35 volume 

changes per minute based on the volume of the cowl cavity (cavity 3). 

 The spool-down and heat soak segments of the simulation did not impart any major constraints. During the heat 

soak back segment of the simulation, heat was observed to flow radially and axially from the hot parts of the engine 

to the cooler parts as anticipated. This is attributed mainly to conduction and radiation. This was especially evident 

in the HPT cooling enclosure wall, which increased in temperature by ~40oC. The bypass duct wall also increased in 

temperature near the combustor by ~10oC, and at the LPT, near the intersection with the engine casing by as much 

as ~25oC. The effect of heat soak back could be seen in the bypass duct wall in the vicinity of the walls connecting it 

to the engine casing near the LPC. After the engine shut down, the temperature in this region remained elevated 

much longer than its surroundings. Of all of the structure effected by heat soak back, only the bypass duct wall 

reached temperatures that exceeded the maximum that it experienced during the in-flight simulation. Keep in mind 

that in this flight scenario the pilot landed, reduced the power level of the engine, and allowed the engine to run for a 

short time before shutting it down. Had the engine been shut down from a high power setting after allowing the 

structure to reach a steady-state temperature, these results could be very different. However, based on these results it 

appears that heat soak back will not have a major impact on electronic constraints assuming that the proper 

shutdown procedures are followed. 

 The heat soak back portion of the model was tuned to match the perceived cool-down times of the engine. After 

the engine shutdown it took ~20-30min for nearly all of the bypass duct wall to reach a temperature that is cool 

enough to touch without a severe risk for skin burns. This temperature was taken to be 49oC (120oF) based on the 

practices of process engineers in regards to safe-to-touch insulation temperature standards. It took roughly 1hr and 

20min for nearly all of the engine casing to reach such a temperature. After 2 hours there were still portions of the 

HPC bleed enclosure and HPT cooling enclosure that slightly exceeded the safe touch temperature but all other 

structure was below this temperature. These components take longer to cool due to there being more mass and more 

places to store heat in these parts of the structure. 

V. Discussion 

The bypass duct wall has the most favorable temperature environment but it poses several challenges. For one, 

this requires that cables be routed from the engine casing where the hardware is mounted to the bypass duct where 

the smart node is mounted. As a result, the cable would be directly exposed to the flow within the cavity. This 

inconvenience is further complicated when considering that engine nacelles are often hinged off of the wing/engine 

pylons to make the engines accessible for servicing. Therefore, opening the engine nacelle would stretch the cables 

between the smart node and it’s hardware. It is clear that smart node placement could be further limited based on 

accessibility and maintainability needs. Some obvious options include: 

 Design in an excessive cable length for the smart nodes such that the engine nacelle can be fully opened 

without disconnecting the node. This option has obvious weight drawbacks and presents the challenge of 

securing the extra cabling. 

 Place all of the smart nodes above the engine on the engine pylon to minimize the cable length. This could 

make the smart nodes hard to get to and perform maintanence on. This is also expected to be a less 

favorable thermal environment considering that heat rises due to buoyancy forces which could mean 

significantly hotter temperatures, especially following an engine shutdown. 

 Place all of the smart nodes below the engine at the bottom of one of the two engine nacelle doors. When 

maintanence is required, the door without mounted electronics can be opened first. Then the electronics can 

be disconnected from the hardware on the engine to allow the other nacelle door to open freely. 

Another issue associated with placing electronics on the bypass duct wall is that it is typically designed by the 

airframers or a third party vendor and not the engine manufacturers. Therefore if an engine manufacturer and or their 

control system contractors are designing the control system and want to place control system components on the 

bypass duct wall, then a collaborative effort will be needed to assure seamless integration with the airframe as well 

as proper testing and validation. 

It should be kept in mind that the simulation scenario was not a worst case and therefore more stringent 

constraints may need to be enforced. This study also did not consider how the design of smart nodes, their 

enclosures, and cooling schemes could impact smart node placement. The presented model is a simplified version of 

reality with several assumptions and no available data from an actual engine or high fidelity simulation to compare 
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the results with for verification. The selection of materials, the assumed and simplified geometries, lack of attention 

to additional thermal consideration such as thermal coatings that may be present, the assumed simplistic and passive 

cooling schemes (such as including assumed mass flow rates for secondary flows), and the use of simplistic 

empirical equations to estimate the convective heat transfer coefficients among other considerations are all 

contributing factors to uncertainty in the models results. Off-nominal operation of the thermal management system 

such as opening of doors in the cowl cavity, thrust reversal operation, and emergency conditions such as an engine 

fire, could have significant implications on the thermal environment. Clearly things are more complicated in reality 

and without a firm understanding of how these parameters and off-nominal conditions vary and affect the thermal 

response independently and in combination, it is hard to establish a bound on the uncertainty. Further knowledge 

about the variation of all relevant contributing factors to the engines thermal environment and their impact on the 

thermal response of the engine structure would be needed to establish such bounds. This may require an extensive 

parametric study and or data from an actual engine. Nevertheless the tools developed through this process are 

generic enough that they should be adaptable for use in future studies where these parameters are better defined 

and/or engine test/flight data is available for tuning the model. This is a problem that is very much dependent on the 

geometry and performance of the engine, and the thermal management techniques that the engine employs. One 

thermal model cannot be used to characterize constraints for all electronics that could be mounted on any specific 

engine structure, but it may provide an idea of requirements for similar engines. With that said, the developed tools 

should serve to better understand the thermal environment of gas turbine engines and the constraints it places on its 

control system. In addition, these tools could aid in the design of smart nodes and their packaging. 

VI. Conclusion 

A model has been developed to help characterize the temperature environment of the engine structure relevant to 

mounting electronics to the engine for the purpose of enabling Distributed Engine Control. The model has been 

described and applied to a real flight scenario. Both in-flight and heat soak back scenarios have been considered. 

The results from the simulations appear to reflect the physics of the problem regarding the trends in steady-state 

temperatures and thermal transient responses. Based on the results, inferences have been made about where smart 

nodes could be located on the engine structure for this specific application. The most promising areas for mounting 

electronics appear to be the front portion of the engine casing around the high pressure compressor (HPC), portions 

of the HPC bleed enclosure with capabilities similar to silicon carbide electronics, and the bypass duct wall. The 

bypass duct wall has the most favorable temperature environment but it poses several challenges. Those challenges 

were discussed and some potential ways to address those challenges were proposed. Some additional work may be 

warranted for addressing modeling uncertainties but this is a good start. Regardless, the techniques and tools used in 

this study could be useful in the development of new models tailored to a specific problem. 

Appendix A: Finite Difference Derivations 

To generalize the discrete differential equations for nodes with neighboring nodes of different thicknesses, new 

central difference expressions for the first and second derivative are derived using Taylor series expansions. It was 

necessary to derive an expression for the first derivative. Eq. (14) and (15) are Taylor series approximations of the 

value of a generic function f(x) at x - δ 1 and x + δ 2. 
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Eq. (14) was subtracted from Eq. (15) to obtain the following expression for the first derivative of f(x). 
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Note that in the case where the discretization is uniform (δ1 = δ2) the order of accuracy is O(δ2). Next the second 

derivative of f(x) was considered. The Taylor series approximations of the value of a generic function f(x) at x - δ 1 

and x + δ 2 are given below. 
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Eq. (19) was obtained by multiplying Eq. (18) by δ 1
3/ δ 2

3 and subtracting Eq. (17) from it. 
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Eq. (16) was then substituted into Eq. (19) 
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Finally the above expression was re-arranged to supply an expression for the second derivative of f(x). 
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If the discretization is uniform then the order of accuracy of Eq. 20 is O(δ2). In the application of the heat transfer 

model described in this paper δ1 and δ 2 are defined as: 

 

11  jj xx ,  jj xx  12  

 

where j is the index of the current node. 



 

American Institute of Aeronautics and Astronautics 
 

 

17 

Appendix B: Temperature vs. Time for Various Potential Mounting Locations 

This section provides temperature vs. time plots of various potential mounting locations near some of the major 

engine stations. Indicated in the legend is the exact location of the potential site. The data could prove useful in 

temperature cycling analysis as well as provide and idea of the complete temperature range the electronics will be 

exposed too. 

 

 
Figure 11. Temperature vs. time plot of potential electronics mounting locations for station 14 

 

 
Figure 12. Temperature vs. time plot of potential electronics mounting locations for station 25 
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Figure 13. Temperature vs. time plot of potential electronics mounting locations for station 30 

 

 
Figure 14. Temperature vs. time plot of potential electronics mounting locations for station 40 
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Figure 15. Temperature vs. time plot of potential electronics mounting locations for station 48 

 

 
Figure 16. Temperature vs. time plot of potential electronics mounting locations for station 50 
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Appendix C: In-Flight Temperature Margin Analysis 

 
Figure 17. Temperature margin histogram for various potential mounting locations with margins based on 

the capabilities of present day (PD) electronics, silicon-on-insulator (SOI), and silicon carbide (SiC) 

capabilities of reliable operation which are and are expected to be 125oC, 225oC, and 500oC respectively. 
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Figure 18. Average and minium temperature margins for various potential mounting locations relative to the 

capabilties of present day (PD), silicon-on-insulator (SOI), and silicon carbide (SiC) electronics with assumed 

capabilities of reliably operating at temperature of 125oC, 225oC, and 500oC respectively. 
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Figure 19. Minium temperature margins at various potential mounting locations for various phases of a 

typical commercial aircraft mission profile.  The margins are based on the assumed capabilties of present day 

(PD), silicon-on-insulator (SOI), and silicon carbide (SiC) electronics which are 125oC, 225oC, and 500oC 

respectively. 
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